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Motivation

When a user asks for instructions on a task:

• LLM -- the answer is too generic and verbose, which is hard to follow.

• Visual LLM -- she still faces the challenge of parsing a written description.

• LEGO (our method) -- generates an image that provides visual guidance exactly in 

her situation from the egocentric viewpoint. 

We thus propose a new task -- Egocentric Action Frame Generation,

Input: (1) User query of how to perform an action, (2) An image of current situation 

before an action happens. Output: An image in which the action is being performed.

Challenges
- Action labels are short of 

necessary details for action 
frame generation.

- The off-the-shelf diffusion 
models are limited in action 
understanding due to domain 
gap.

- Enriching the action labels 
with LLM via visual instruction 
tuning.

- Leveraging finetuned LLM 
embeddings to improve 
egocentric action frame 
generation.

Approach

LEGO consists of two key components:

• Visual Instruction Tuning -- We finetune an LLM to generate detailed action descriptions which 

include information such as hands and spatial locations.

• Action Frame Generation -- We project image and text features from LLM to LDM space, and input 

them to a diffusion model as additional conditions to mitigate the domain gap.
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